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Upper and lower bounds for generalized Christoffel functions, called
Freud-Christoffel functions, are obtained. These have the form An•p ( W,), x) =
inf lIPWIILr(!dIPU1(x)l, where the infimum is taken over all polynomials P(x) of
degree at most n - I. The upper and lower bounds for ;'".p( W,j, x) are obtained for
all O<p~ 00 and )=0, 1,2,3,... for weights W(x)=exp( -Q(x)), where, among
other things, Q(x) is bounded in [-A, A], and Q" is continuous in ~\( -A, A) for
some A> O. For p = 00, the lower bounds give a simple proof of local and global
Markov-Bernstein inequalities. For p = 2, the results remove some restrictions on Q
in Freud's work. The weights considered include W(x) = exp( -[xl'/2), a> 0, and
W(x) = exp( -exp(lxl")), p > O. ,. 1985 Academic Press. Inc.

1. INTRODUCTION

Let W(x) be a function, positive in (- 00, Cf)), for which all moments
S:: 00 W(x) xi dx, j = 0, 1, 2, ..., are finite. Let P,,( W 2; x), n = 0, 1, 2, ..., be the
sequence of orthonormal polynomials for W 2(x); that is,

f'" p,,(W2;X)Pm(W2;x) W 2(x)dx= 1,
-ox;

=0,

m=n,

m-=j;n,

m, n = 0, 1,2,.... The classical Christoffel functions are defined by

A,,(W
2
; x) = p!~:-.f~a: (P(u) W(U))2 du/(p(X))2 (1.1)

={:~~(Pk(W2;X))2}-1, n=I,2,..., (1.2)
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where iP' n _ 1 denotes the class of polynomials, with real coefficients, having
degree at most n - 1.

By approximating Wand I/Wfrom below by polynomials, Freud [5-7J
and Nevai [17,18] estimated An(W

2;X) from above and below, with the
aid of the Christoffel functions for the Legendre and Chebyshev weights on
[-1,1]. Typically, Freud [5-8] considered weights of the form
W(x)=exp(-Q(x», where Q(x) is convex and of polynomial growth as
Ixl-> 00. Freud's upper bounds for An (W

2
; x) [6] apply, for example, to

W,(x) =exp( -lxl'/2), 0: > 1, and his lower bounds [5, 7] apply to
W,(x), 0: ~ 2. The case 0: = I was investigated by Freud, Giroux, and
Rahman [9].

The first lower bounds for ),A W; ; x) for 0 < 0: < I and 1 < 0: < 2, appear
in Mhaskar and Saff [14, Theorem 6.5]. They credited their results for
1< 0: < 2 to Freud, but gave a simplified and elegant proof. For 0 < 0: < 1,
the first lower bounds appear in Mhaskar and Saff [14, Theorem 6.5]. It is
interesting to note that since the moment problem for W;(x) is indeter
minate, 0 < 0: < 1,

x'

1/).",( W;; x) = L (Pk( W;; X»2
k~O

converges uniformly in compact subsets of C to an entire function of at
most minimal type of order 1 (see Akhiezer [1, pp. 49-59]).

For special weights such as W(x) = exp( -x 4/2), precise asymptotic for
mulae were obtained for ).AW2

; x) by Nevai [20, Theorem 2J and the
bounds on the orthonormal polynomials in Bonan [3] and Nevai [21]
trivially yield lower bounds for the Christoffel functions. The behaviour of
Christoffel functions in C\IR has been analyzed by Rahmanov [22].

Various generalizations of the classical Christoffel functions have been
investigated by Freud [7J and Nevai [19]. In [7,pp.23-24], Freud con
sidered

An(W
2;<1»= inf r (PW)2(u)du/(<1>(p»2

PEfPn_1 -CC!

= [~~ {<1>(Pk(W2; X»}2} -1, (1.3)

where <1> is an arbitrary linear functional defined on all polynomials.
Further, he obtained lower bounds for An(W2; <1» when <1>(P) = pU)(x),
j = 0, 1, and together with some results on Cesaro means of partial sums of
orthonormal expansions, used these to obtain a Markov-Bernstein
inequality. In turn, the Markov-Bernstein inequality yielded lower bounds
for AAW2; <1» when <1>(P) = PU)(x),j= 2,3,4,.... For Jacobi weights u(x) on
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[-1,1], Nevai [19,pp.106-113] obtained upper and lower bounds
throughout [ -1, 1] for the L p Christoffel functions

An(U,p, x) = inf r IP(tW u(t) dt/jP(xW, (1.4)
PEiP'n_1 -1

for all 0 <p < 00.

In this paper, we obtain upper and lower bounds for generalized
Christoffel functions of the form

(1.5)

for all O<p~ 00 and j=O, 1,2,.... We shall call these Freud-Christoffel
functions. We use the formulation of the problem in (1.5) without the pth
power of the norm, since it leads to unified proofs for all 0 < p ~ 00 for
weights on ~. By contrast, Nevai showed (1.4) to be a more suitable for
mulation for weights on [-1, 1]. For p = 00, the lower bounds for
An,oo(W,j, x) lead to a simple proof of local and global Markov-Bernstein
inequalities, which does not require the lengthy process of [7].

The weights considered have the form W(x) = exp( - Q(x)), where Q(x)
is bounded in each finite interval, and Q" is continuous in ~\( -A, A), for
some A > O. Further Q is required to satisfy some additional conditions in
some cases. The restrictions on Q are weaker than those in Freud [7]-for
example, we do not require Q to be even, or convex, or of polynomial
growth for large Ix!.

Both the upper and lower bounds are new for all p -# 2. For p =2, the
upper bounds are new if j = 1, 2, 3,... and the lower bounds are new for j = 0
for weights such as W(.:t') = exp( -exp(lxI P )), p > 0, and are largely new for
W(x) = exp( -Ixl (1./2), 1< ex < 2. The global Markov-Bernstein inequalities
are also new for weights such as W(x) = exp( -exp(lxI P )), while the local
Markov-Bernstein inequalities are all new.

The proofs use ideas of Freud [5-7], Nevai [17-19], Mhaskar and Saff
[14, 15] and a simple trick, which enables one to estimate An,p( W, j, x)
from below in terms of An•p ( W, j - 1, x) for a large range of x. One
interesting feature of the proofs is that we hardly use the theory of
orthogonal polynomials, but deduce corollaries for orthogonal
polynomials. Further, we exploit Cartan's lemma [2, p. 174], and a trick
from the convergence theory of Pade approximation, as in Lubinsky [12].
In [12], inequalities relating L p norms of weighted polynomials over finite
and infinite intervals, were established. Related L p inequalities have been
obtained using different methods by Zalik [23, 24] and for a general class
of weights by Mhaskar and Saff [14]. The classes of weights in [12,14]
overlap, but do not coincide.
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For P = 00 and W,(x), IX> 0, very precise and elegant inequalities of this
type were obtained by Mhaskar and Saff [14J and they subsequently con
sidered more general classes of weights [15,16]. Using their methods and
those of Rahmanov [22J, one may obtain "asymptotically sharp" L p

inequalities for weights W(x) = exp( - Q(x)), where Q(x) is even, convex
and continuous in [0, 00) (see [13]). Professor Saff has informed the
author that he and Mhaskar have obtained sharp L p inequalities in general
situations.

The paper is set out as follows: In Section 2, we define our notation. In
Section 3, the principal results are stated. In Section 4, the general lower
bounds for )'",p( W, j, x) are proved. In Section 5, some sums associated
with the Chebyshev polynomials are estimated. In Section 6 the main
upper bounds are proved. Finally, in Section 7, the weights exp( -Ixn,
IX> 0, and exp( - exp( Ixl P)), p > 0, are considered.

The author would like to thank the referee for his patient and meticulous
reading of the original version of the manuscript, and for his suggestions to
improve the standard of presentation. In the original version of this paper,
integral inequalities were established, and these are referred to in [12].
These inequalities are omitted from the present version, but this does not
affect the proofs in [12].

2. NOTATION

Throughout, W(x) denotes a function positive in (- 00, 00) and
Q(x)=logl/W(x), XE(-oo, 00). We usually assume

Q(x) is bounded in each finite interval, and lim Q(x)/log Ixl = 00, (2.1)
Ixl~w

so that all moments of W(x) are finite. Further, we assume that

Q"(x) is continuous in (- 00, 00 )\( - A, A) for some

A>°and Q" is not identically zero there. (2.2)

Throughout, for j = 0, 1, 2, we let

M)O=max{IQ(j)(u)j: A ~ lui ~O, ~>A. (2.3 )

m=n,

The orthonormal polynomials associated with the weight W2 are denoted
by Pn( W 2

; x), n = 0, 1, 2, ..., and satisfy

fW p,,(W2 ;x)Pm(W2 ;x) W 2(x)dx=1,
- 00

=0, mi=n,
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m, n = 0, 1,2,.... The class of polynomials of degree at most n, with real
coefficients, is denoted by IFD n • Given O<p~ 00, -00 ~a<b~ 00, and a
measurable function g(x) on (a, b), we let

(

b ) lip
IlgIILp(a,b)= {lg(XWdX ,

= ess sup{ Ig(x)l: x E (a, b)},

o<p<oo,

p= 00.

Given °<p ~ 00, j = 0, 1,2,..., and n = j + t,j + 2,..., the Freud-Christoffel
functions are

XE(-oo, 00). (2.4)

(2.5)

For the special case p = 2, (1.3) yields

An,2(W,j, x) = [~~ (pV)(W2; X))2} -1

/

2,

j=O, 1,2,... ; n=j+ 1,j+2,....
The iterated exponential function expix) and the iterated logarithm

logix) are defined as follows:

while

expo(x) = x,

eXPix) =exp(expj _ 1(x)),

logo(x) = x,

logj(x) = log(logj_ 1(x)),

X E ( - 00, 00),

XE (- 00,00 ),j= 1, 2, 3,...,

X E ( - 00, 00),

x E (eXpj_l(O), 00 ),j = 1, 2, 3,....

Throughout, C, Cl' C2'''' denote positive constants independent of n and x,
which are not necessarily the same from line to line. When stating
inequalities for polynomials P of degree at most n, C, C1, C2, ... will denote
constants independent of P and n. To denote dependence of constants Con
parameters f.,j, ..., we shall write C = C(f.,j) and so on.

The usual symbols "', 0, a will be used to compare functions or sequen
ces, Thus, f(x) ",g(x) if for some C1 and C2, Cl~f(x)lg(x)~C2 for all x
considered, Further, given two sequences {an} and {bn}, we say an"'bn if
for some C1 and C2 , and all large enough n, C 1~ anlbn~ C2 • The symbol
IYx will denote the jth derivative with respect to the independent variable,
when that independent variable is taken to be x. Thus, for example,
/)1~f(t) = f(j)(x).
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3. STATEMENT OF RESULTS

Our main theorem on lower bounds for )'n,p( W, j, x) is the following:

THEOREM 3.1. Let W(x) = exp( - Q(x)), where Q satisfies (2.1) and
(2.2). For large enough positive x, let ~x denote the positive root of the
equation

(3.1 )

Let 0 < p < C1J. Let s be a positive integer and j be a non-negative integer.

(i) Given O<e< 1,

An,p( W,j, x) ~ C(~n/ny+ l/p W(x),

for alllxl <ee, where C = C(e,j, p, s).

(ii) For all large enough n, let

Then

(3.2)

(3.3 )

(3.4)An.p ( W,j, x) ~ C(~nJ.1n/nY+l/PW(X),

for all Ixl < ~sn, where C= C(j,p, s).

Remarks. (i) The only condition on Q above is that Q"(x) be con
tinuous for large lxi, and Q be bounded in each finite interval. Thus the
above result weakens Freud's restrictions [6, 7J that Q(x) be convex and
of polynomial growth.

(ii) When Q" is of smooth polynomial growth, one can show J.1n~ 1.
Further, one can replace ~2sn in (3.3) by ~en' where c is arbitrarily large.
This might ensure J.1n ~ 1 in slightly more general situations.

COROLLARY 3.2. Assume the conditions of Theorem 3.1.

(i) Local Markov-Bernstein inequality: Let 0 < 15 < e <1. Then

for all polynomials P of degree <n.

(ii) Let 0 < 15 < 1 and j be a non-negative integer. Then for Ixl < 15~sn,

n-l
W2(x) L (pV)(W2;x))2<C(ngn)2J +l.

k=O

(3.6)
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Although (i) of Corollary 3.2 does not follow immediately from Theorem
3.1, its proof is contained in that of Theorem 3.1. One can also prove a
global Markov-Bernstein inequality:

COROLLARY 3.3. Assume the conditions of Theorem 3.1. Further assume
we are given a sequence {K(n)}::"= 1 of positive integers such that K(n) ~ n,
and such that for all polynomials P(x) of degree ~ n,

Then

(i) For 0 <p ~ 00 and j = 0, 1,2,...,

An,p( W,j, x) ~ C(~nJl,,(n/K(n)y+ l/P W(X),

(ii) Global Markov-Bernstein Inequality:

For all polynomials P of degree ~n,

XE IR.

(3.7)

(3.8)

When Q is of smooth polynomial growth, one may replace ~nJl,,(n/K(n)

by ~n/n in (3.8) and (3.9). More precisely, this is the case whenever Q has
the following properties:

I. Whenever {an} and {Pn} satisfy an --+ 00 and an/Pn --+ 1, as n --+ 00,

then

as n --+ 00.

II. There exist C1> 0 and C2 > 0 such that for ~ ~ Cl'

When Q is of faster than polynomial growth, it is not obvious whether
Corollary 3.3 can be improved.

Our main upper bound is the following:

THEOREM 3.4. Let W(x)=exp( -Q(x)), where Q(x) satisfies (2.1) and
(2.2), and satisfies the following additional assumptions:

I. For each K>O,

Imin{O, min{Q"(u): A ~ lui ~KO}I =0(M1(O/O, ~ --+ 00. (3.10)

II. For each '1 > 0, there exist e > 0 and C> 0 such that

~> c. (3.11 )
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III. There exist C1 > 0 and C2 >°such that for (> C"

(3.12 )

For large enough positive x, let qx denote the root of the equation

Then for o<p~ 00, andj=O, 1,2,... ,

An.p(W,j, x) ~ C 3(qn!nji+ '/PW(x),

(3.13)

(3.14)

Remarks. (a) The implicit conditions (3.10), (3.11), and (3.12) are
rather unattractive, but seem essential in some form in the proofs. Note
that (3.10) holds if Q(x) is convex for Ixl >A, since then the left member of
(3.10) is O. Further, both (3.11) and (3.12) seem to be satisfied if Q/(x)
grows faster than some power of x, and does not behave too wildly. For
the special, but important, case j = 0, one does not need (3.11). Further
(3.10) and (3.12) may be weakened but we omit the rather awkward
general formulation.

(b) The definition (3.13) of qx is a natural generalization of Freud's qx
[5-7].

(c) The restrictions on Q above weaken those of [6] where Q was
required to be convex, and had to satisfy

1+ C1 < Q'(2x)/Q'(x) < 1+ C2 ,

which forces Q to be of polynomial growth.

(d) The above results may be stated in a more explicit form for weights
such as W(x) = exp( -exp(lxI P )) or W(x) = exp( -lxl~!2):

THEOREM 3.5. Let I be a positive integer, let c, p > 0, and

W(x) = exp( -c eXPllxI P
)),

For large enough n, let

xER (3.15 )

(3.16 )

(i) Then for O<p~ 00 andj=O, 1,2,...,

An,p( W,j, x) ~ (8 n/n)l+ l/PW(X),

for Ixl ~ C8n, where C= C(j,p).

(3.17)
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The lower bound in - holds for all Ixl ~ MJn, any 0 < b < 1.

(ii) For large enough n, let

vn =( TI lOgk n)2.
k=1

351

(3.18 )

Then for 0 < p ~ Cf) and j = 0, 1, 2, ...,

An,p( W,j, x) ~ C(en/(nvn)y+ l/PW(X),

where C = c(j, p ).

(iii) For any polynomial P(x) of degree ~n,

XE IR, (3.19)

(iv) For all non-negative integers j,
n-l

W2(x) L {pV)(W2;x)}2~C(nvn/en)2j+l,

k=O

XE IR.

(3.20)

(3.21 )

It seems probable that the exponent 2 in (3.18) can be replaced by ~. In
any event, the above results are the first to appear for these weights. Noting
that limn _ 00 ~n/en= 1, Corollary 3.2(i) yields better results for intervals of
the form (- be,,, ben), 0 < b < 1.

THEOREM 3.6. Let W(x)=exp(-lxl~/2),xEIR,ex>O. Let

n= 1, 2, .... (3.22)

(i) If ex ~ 2, then for °<p ~ 00 and j = 0, 1,2,...,

)'n,p(W,j, x)-(en/nY+ l/PW(X),

for Ixl ~C8n, where C=c(j,p). Further,

(3.23 )

X E IR, (3.24)

where C = c(j, p).

(ii) Ifl<ex<2, thenforO<p~ooandj=O, 1,2,...,

An,p(W,j, x) ~ C(8n/nY+ l/PW(X),

for Ixl ~ C 1 en' where C, C 1 = C, C1(j, p). Further, given e > 0,

An,p( W,j, x) ~ C(en/nY+ l/PW(X),

for Ixl ~ eOn, where C = C(e,j, p),

(3.25)

(3.26)
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(iii) /fO<rx< 1, then for j=O andO<p~ 00, and for j=O, 1,2,... and°< p ~ 2, we have

An,p( W,j, x) ~ CW(x), X E IR, (3.27)

where C = CU, p ).

Remarks, (a) The lower bounds in (i) are contained in Freud [7J for
the case p =2 and j =0, 1,2,.... The upper bounds in (i) are contained in
Freud [6J for the case p = 2 and j =0, but are otherwise new.

(b) The upper bounds in (ii) are contained in Freud [6J for the case
p =2 and j = 0, but are otherwise new. The lower bounds in (ii) are new,
but Mhaskar and Saff [14, Theorem 6.5J established (and credited Freud)
with the estimate

A,d W, 0, x) ~ C(8n/(n log n))1/2 W(x), x E IR.

We note that the proof of (3.26) actually establishes (3,26) for all 0< rx < 2,
but (3.26) is of interest mainly for rx> 1. For rx = 1, Freud, Giroux and
Rahman [9J showed

An 2( W, 0, x) ~ C(log n)-1/2W(x), x E IR.

(c) The lower bounds in (iii) are new. It seems likely that (3.27) holds
for all 0< p ~ 00, and j = 0, 1,2,..., but the author could not prove it. In
[14, Theorem6.5J, Mhaskar and Saff stated An,2(W,0,x)~CW(x)jnl/2,

x E IR, but their proof actually shows that for all x E IR,

(d) An interesting consequence of (3.27) for j =°and °<p < 00 is that
the polynomials are not dense in the weighted space A p= {f:fWE Lp(IR)},
Although this seems to be known if p =2, the author could not ascertain
whether it is known for p #- 2. The details are contained in Lemma 7.5.

(e) Theorems 3.1 and 3.4 can be applied to weights such as
W(x) = (1 + x2)p exp( -Ixl '"/2), which have been considered by Zalik
[23, 24 J for rx = 2, Further, the proofs of Theorem 3.1 and 3.4 can be
modified to handle weights such as W(x) = Ixl li exp( -lxl'"/2), by using the
upper and lower bounds in Nevai's memoir [19] for the Christoffel
functions for the weight w(x) = Ixl fI, x E [ -1, 1].
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4. PROOF OF THE GENERAL LOWER BOUND
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The idea of Freud [5,6] and Nevai [17, 18] to find lower bounds for
AniW, 0, x) is to approximate W(x) from below by polynomials and then
to' apply estimates for the Christoffel functions for the Legendre weight on
[ - 1, 1]. We proceed with the construction of suitable polynomials.

LEMMA 4.1. Let m be a positive integer, and

m

Pm(x) = L xi /}!.
j~O

Then

(3/4) exp(x) ~ Pm(x) ~ (5/4) exp(x), Ixl ~m/4.

(4.1 )

(4.2)

Proof Let Ll(x) = exp(x) - Pm(x). This function has a zero of mul
tiplicity m+ 1 at x=O, and so Ll(x)/xm+ 1 is entire. Applying Cauchy's
integral formula to this latter function, we obtain for Ixl ~ m/4,

ILl(x)j = 1_1f exp(t) (~)m+ 1 dtl
2Ili III =m(og4 t - x t

~ (m l:gl~~~/4) exp(m log 4)(4 log 4)-<m+ I)

~ exp( - m/4)/4 ~ exp( - x )/4.

Now (4.2) follows. I
Before completing the construction of the polynomials, we need the basic

properties of ~x:

LEMMA 4.2. Let W(x) =exp( -Q(x)), where Q satisfies (2.1) and (2.2).
Let C be defined by (3.1) for large positive x. Then, for large positive x,

(i) C is non-decreasing, and continuous.

(ii) limx~oo~x=oo.

(iii) C ~ CX 1
/
2

•

(iv) ~2x1C ~ 21
/
2

.

Proof Part (i) follows from (3.1) and the fact that eM2(O is con
tinuous and strictly increasing in ~;

(ii) follows from the fact that ~2Mi~) is bounded in finite intervals;

(iii) follows from (3.1) and (2.2) which show that M 2(O is not iden
tically zero;
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(iv) follows from (3.1): By (3.1),

(~2RY = 2M2(~xl/M2(~2J ~ 2. I

We can now, following Freud [7J, complete the construction of the
polynomials.

LEMMA 4.3. Let W(x)=exp(-Q(x», where Q satisfies (2.1) and (2.2).
Further, let us assume

Q'(O) = 0,

and that A =°in (2.2), so that

Q" is continuous in IR.

For each fixed x, define a quadratic in t by

(4.3 )

(4.4 )

and with the notation of (4.1), let

R,,[t; xJ = W(x) P I6,,( -S,,[t; xJ).

Then

(4.6)

(i) R,,[x;x] = W(x) andD,R,,[t; x] = -Q'(x) W(x). (4.7)

(ii) R,,[t; x] has degree 32n.

(iii) W(t);?; (4/5) R,,[t; x] >0, Ixl~~."ltl~~". (4.8)

Proof Parts (i) and (ii) follow immediately from (4.1), (4.5), and (4.6).

(iii) By (4.3), we have for Ixl ~ ~",

(4.9)

Then (4.5) and (4.9) yield for lxi, It I~ ~",

IS,,[t; xJ[ ~ 2~~ M2(~") + 2M2(~") ~~ = 4n.

Then by Lemma 4.1, for Ix/, It I~ ~",

0< W(x) P16,,( -S,,[t; xJ)

~ (5/4) exp( - Q(x) - S,,[t; xJ)

= (5/4) W(t) exp(Q(t) - Q(x) - Q'(x)(t - x) - M2(~n)(t - x )2/2)
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(by (4.5))

= (5/4) W(t) exp((Q"(8) - M2(~n))(t - x)2/2)

(where 8 lies between t and x)

~(5/4) W(t).

355

Finally (4.6) and this last inequality yield (4.8). I
The next few lemmas will be used to estimate An•p ( W,j, x) from below by

induction onI

LEMMA 4.4. For all polynomials T(u) of degree ~n, and for ~ > 0,
Ixl <~,

IT'(x)1 ~ (n/~)(I- (x/02)-1/2I1TIILxC_~,n' (4.10)

Proof Apply Theorem 3 in Lorentz [11, p. 39] to P( u) = T( u~). I
Finally, we need the following lemma before proving Theorem 3.1:

LEMMA 4.5. Let °< p ~ 00. Then for all ~ > 0, Ixl <~, and all
polynomials P of degree ~ n - 1,

IIPII L
p

{ -~,dl P(x)1 :;::: C( 1- (X/0 2
)1 / (2

p
)( ~/n) lip, (4.11)

where C = C(p) only.

Proof If p = 00, the left member of (4.11) is bounded below by 1, while
the right is just C, so if p = 00, we may take C = 1. Suppose now °< p < 00.

It follows from results in Nevai's memoir (see Definition 6.3.1 [19, p. 106],
Definition 6.3.4 [19, p. 107], Lemma 6.3.5 [19, p. 108] and Theorem 6.3.13
[19, p. 113]) that for all polynomials T(u) of degree ~n -1, T i= 0, and
for all Iyl < 1,

r IT(uW du/IT(yW?: An(dx,p, y)
-I

(with Nevai's notation)

:;::: C((1_y)1 /2 + l/n)((1 + y)1/2 + l/n)/n

:;::: C(1 - y2)1/2/n.

Here C = C(p). If we apply this inequality to the polynomial T(u) = P( ~u),
where P is a polynomial of degree ~n -1, make a substitution in the
integral defining the p-norm and let y = x/~, we obtain (4.11). I
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Proofof Theorem 3.1. We note first that we may assume that both (4.3)
and (4.4) hold. For else, we can define Q*(u) satisfying (4.3) and (4.4)
(with Q* replacing Q there), and such that Q*(u)=Q(u) for lui ~A. Then
as Q(u) and Q*(u) are bounded in lui ~ A,

W*(x) ~ exp( -Q*(x))""exp( -Q(x)) = W(x),

for x E IR. Consequently for all x E IR,

(4.12 )

Further, changing Q(u) for lui ~ A does not affect the asymptotic
behaviour of ~x: To distinguish the quantities for Q and Q*, let

Mi(O = max{I(Q*)"(u)l: lui ~ ~},

and let (: be defined by

(4.13 )

for large positive x.

If, firstly, M 2(() --+ 00 as (--+ 00, then we see Mi(~) = MAO for large ~

and consequently (: = (" for large x. In this case, it obviously suffices to
prove Theorem 3.1 for Q* and W*.

Suppose next, M 2(() remains bounded (and hence approaches a finite
limit) as (--+ 00. Then the same is true of Mi(~). We deduce from (3.1) and
(4.13) that (: "" (x "" X

I
/
2
, for large x. Further, (3.1) shows that

as n --+ 00. Hence ,un"" 1 in (3.3) and, similarly, ,u::' "" 1, where ,u::' is the
analogous quantity for Q*. If we can prove Theorem 3.1 for w* and Q*,
then given a positive integer s*, (3.4) and (4.12) imply that

for Ixl ~ (:*n, and hence for Ixl ~ C(s*n)I/2. If we take s* large enough, we
shall have proved both (3.2) and (3.4) for Ixl ~(sn'

Thus, we can assume (4.3) and (4.4), and now proceed with the proof.
For 0 ~ a < 1, let

(4.14)
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We first prove the following statement by induction on j: For all 0 < a < 1,
and for all Ixl ~ a~sn,

W~I(X) An,p(W,j, x) ~ C(ar(a) ~sn/nY+ liP, (4.15)

where C = Cu, p, s) but C # C(a, n, x).

j=O: Let Rsn[t;x] be the polynomial of degree 32sn, defined by (4.5)
and (4.6) with sn replacing n. Then for Ixl < ~sn' (2.4), (4.7) and (4.8) yield

W~I(X) An,p( W, 0, x)

~ (4/5) Jnf IIP(t) Rsn[t; x]IILp(-~sn,(,jIP(x) Rsn[x; x]1
n-1

~ C( 1 - (x/~sn)2)1/(2p)( ~sn/(32sn + n) )llp

(by Lemma 4.5, where C = C(p) only)

~ C(r(a) ~sn/n)llp,

for Ixl ~ a~sn' with C = C(s, p).

Assume true for 0, 1, 2,...,j - 1(j ~ 1): Let 0 < a < 1 and let b = a1/2. Note
that, by (4.14),

br(b) = b(1- a)1/2 = b(l- a2)1/2/(1 + a)1/2 > ar(a)/2. (4.16)

Now by (2.4), for Ixl ~a~sn'

W-l(x) An.p( W,j, x)

~ . f { IIPWIILp(R) IIpU-I) WIILoo(-b~,"'b~sn)}
C? ~?-l IIPU-l) WIIL-,J-b~,"X,n) IPU)(x) W(x)1

~ C(br(b) ~sn/nY~ I + lip inf IIPWIILoo(-b(,".b~,"J!IP'(x)W(x)j,
lPn -}

(4.17)

by induction hypothesis, that is, by (4,15) with j replaced by j - 1. Next, let
P E \P1n-j and let Ixl ~ a~sn = b2~sn' By (4,7),

1P'(x) W(x)1 = 1P'(x) Rsn[x; x]1

= ID~(P(t) Rsn[t; x]) - P(x) D xRsn[t; x]1

(here Dx denotes the derivative w.r.t. t at t = x)

640/44/4-5
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(by Lemma 4.4 and by (4.7))

~ C IIPWII L'l (-h(m.h(,n){ (nl(br(b) ~sn)) + (sng"J}, (4.18)

by (4.8), and as at (4.9). Substituting this last inequality into (4.17) and
using (4.16), we obtain (4.15) forj. This completes the inductive proof of
(4.15 ).

Finally, Theorem 3.1 (i) follows from (4.15) by taking a = 1'., while
Theorem 3.1 (ii) follows from (4.15) if we replace s by 2s so that (4.15)
holds for Ixl ~ a~2sfl" If we let a = ~snl~2m, then rea) ~ /In' where the latter is
defined by (3.3), while a~ 2\11 = (,/1' I

Proof of Corollary 3.2(i). The statement (3.5) is equivalent to the
following:

inf IIPWII I., (-I:<;",.I:<;,mJl P'W(x)1 ~ C~nln,
}Jill ~

Ixl ~ <5('fl" This may be proved in exactly the same way as the induction
step in the proof of (4.15); see (4.18). I

Proof of Corollary 3.2(ii). This follows from (2.5) and
Theorem 3.1 (i). I

Proof of Corollary 3.3. Since )'n,p is monotone decreasing in n, and since
K(n)~n, (2.4) and Theorem 3.1(ii) show that for Ixl ~~K(n)and PElPn_ l ,

IPU) WI(x)/IIPWII L p( ~) ~ )·n.) (W,j, x) W(x)

~ )'K(f~).P(W,j, x) W(x)

~ C(K(n)/(~K(n)/lK(n))Y+ lip. (4.19)

Since the extreme right member of (4.19) is independent of x, (3.7) shows
that (4.19) is valid for all x E IR. Then (3.8) follows and (3.9) follows from
the case p = 00 and j = 1 of (3.8). I

Remark. The case j = 0 of Corollary 3.3 directly yields an L aJ weighted
Nikolskii inequality: For all polynomials P of degree ~n,

Using this and a simple standard argument, one can show that for
0< r < p ~ 00, and all polynomials P of degree ~ n,

IIPWII L p( ~) ~ C(K(n )/(~n/lK(n»)) llr- lip IIPWII L,( ~).

Using different methods, Mhaskar and Saff [14, Theorems 3.1, 6.1 ]
obtained weighted-Nikolskii inequalities in general situations.
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5. ESTIMATES ASSOCIATED WITH DERIVATIVES OF CHEBYSHEV POLYNOMIALS

In this section, we estimate, in effect, Freud-Christoffel functions for
[ -1, 1]. Throughout we let Tk(x) = cos(k arccos(x)) be the kth Chebyshev
polynomial, k=O, 1,2,..., and we let v(x)=(1-X2 )-1/2 be the Chebyshev
weight on [-1, 1]. The orthonormal polynomials for v are denoted by
Pk(V, x), k = 0, 1,2,..., so that Pk(V, x) = (2jll)I/2Tk(x), k = 1, 2,3, .... We let

n-I

Kn(v, x, t)= I Pk(v, X)Pk(v, t)
k~O

n-· 1

=(2jll) L TAx) Tk(t),
k~O

where' indicates that the first term is multiplied by ~. Further, we let

11-1

K~(v, x, t) = I p~(v, x) Pk(V, t)
k~O

n-l

= (2jll) I' T~(v, x) Tk(v, t).
k~O

LEMMA 5.1. Let 1<P< 00. Then

(5.1 )

(5.2)

(i)

(ii)

r IKn(v, x, tW dt ~ CnP
-

1
, Ixl ~ l

-I
(5.3 )

(5.4)

Proof Part (i) follows from Lemma 6.3.30 in Nevai [19, p. 120].

(ii) By the Christoffel-Darboux formula and (5.1) and (5.2), for
n;?; 2,

We deduce that

n

= (ljll) L IT;(x)j(x-t)-T,(x)!(X-t)21
'~n-l

~ C Ix- tl- I max{n, Ix- (I-I},
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if Ixl~!, by the inequality (4.10). We write [-1,1]=Ju;, where
J={tE[-I,I]: Ix-tl;;::1/n} and ;=[-I,I]\J. We see that as
Ix-tl~'~n in.f,

J IK~(v,x,tWdt~CnpJ Ix-tl-Pdt
.~ J

~ CnPr u-Pdu ~ Cn2p - 1
• (5.5)

lin

Further, by (4.10), for Ixl ~!, It I~ 1,

IK~(v, x, t)1 ~ Cn max IKn(v, x, 01 ~ Cn2.
Ixl";; 1

Hence

f IK~(v, x, tW dt ~ Cn- 1n2P.
.~

(5.6)

Finally (5.5) and (5.6) yield (5.4). I
In accordance with standard usage, we shall say integers} and k have

similar parity if they are either both even or both odd. Otherwise, they
have opposite parity.

LEMMA 5.2. Let} be a fixed positive integer. Then for aI/large enough k,

TJj1(O) = 0,

'" ( -l)u+ k)/2kJ,

if), k have opposite parity

if}, k have similar parity. (5.7)

Proof Suppose first} is even. Then if k is odd, Tk is an odd polynomial
and so TJI'(O) = O. Assume now k is even and write k = 2/. Using the
explicit formula for the Chebyshev polynomials in Freud [4, p. 34, line 5],
we see

where

I

Tk(x) = T 21(X) = L B21,n x 2n,
n~O

(5.8)

n + I ~ ( 21 )( 1- v)
B21,n=(-I) v:-o 2/-2v n-v' n = 0, 1,2,..., I. (5.9)
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We omit the proof, as it is straightforward and tedious. Hence

)n+1 (21)( - 1 B2l.n ~ 2/- 2n .

361

(5.10)

Then, by (5.8) and the formula for coefficients of a Maclaurin series, and
taking j = 2n,

(-1 )(j +kl/2 Iijl(O) = (_1)n + I T~]n)(o) = (_1)n + '(2n)! B
2/

•n

>- (2/)! >- C(2/)2n = CkJ
,... (21- 2n)! ,... ,

by (5.10). Further by the inequality (4.10), we see

k=}+ 1,}+2,....

This establishes (5.7) for j even. For j odd, the proof is similar. I

LEMMA 5.3. Let j and I be fixed non-negative integers. Then for n large
enough,

n-I

I (n,), I) ~ If Tl!)(O) T~)(O)
k=O

=0, ifj, I have opposite parity.

if}, I have similar parity. (5.11 )

Proof By Lemma 5.2, Tl!l(O) T~)(O) #0 only if}, k and I have the same
parity. Hence L (n,), I) = 0 if j, I have opposite parity. If j, k and I have the
same parity, then U+k)+ (l+k) is a multiple of 4, so that
(_1)(J+k)/2+(/+kl/2=1. By Lemma 5.2,

where the second sum is over all non-negative k ~ n such that k has the
same parity as j and I. Then (5.11) follows. I

Finally, we construct a certain sequence of polynomials:

LEMMA 5.4. Let} be a fixed non-negative integer. Let 0 <p ~ 00. Then
there exists a positive integer r, and a sequence of polynomials Y n , n ~ no,
such that for n ~ no,
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(i) deg(Yn)~n-1.

(ii) II YnIILp[-l,l] ~ Cn r
-

I
/
p

.

(iii) Fors=0,1,2, ...,j,

(5.12)

Y~S)(O) = 0 ifsand j have opposite parity

ifsandj have similar parity. (5.13 )

Proof Suppose first j is even. We use a trick from Nevai [19, p. 113,
Theorem 6.3.13]. Let r be a positive integer such that rp> 1. For each
positive integer n, let m denote the greatest integer ~ (n - 1)/r. We set

so that Yn has degree ~n-1. IfO<p< W, Lemma 5.1(i) yields

Then (5.12) follows for O<p<w. Since IKm(v,O,t)I~Cn,ltl~l, (5.12)
also follows for p= 00. We next wish to prove (5.13). Let O~s~j. By
applying Leibniz's formula for the higher derivatives of a product of two
functions repeatedly, we see

(5.14 )

where the sum is over all r-tuples of non-negative integers (I], 12 ,,,,, Ir) such
that I] + 12 + ... + Ir = s. By Lemma 5.3, the only non-zero terms in the
sum when t=O, are those for which I}> 12 ,,,,, Ir are all even. It follows that
Y~S)(O) = 0 if s is odd, since from I] + 12 + ... + Ir = s, at least one Ii must be
odd. Suppose now s is even. By Lemma 5.3, when t = 0, each non-zero term
in this sum is bounded below by

Hence Y~)(O) ~ Cns + r, where C depends on s, p and j. Finally inequality
(4.1 0) shows that each term in the sum (5.14) is bounded above by ens + r.

This establishes (5.13).
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If j is odd, one chooses an integer i such that ip> 1, and sets r = 2i.
Further we let m be the greatest integer ~ (n - 1)/i, and let

with the notation of (5.2). By Lemma 5.1 (ii), if 0 < P < 00,

r IYn(tWdt~Cn2pi-l=Cnpr-l.
-I

This yields (5.12). Using Lemma 5.3 as before, we see

and

Y~i)(O) = 0 if s is even and s ~j,

if s is odd and s ~j. I

One can use Lemma 5.4 to show that for 0 < c < 1 and 0 < P < 00,

Ixl ~ 1 - c. However, we left Lemma 5.4 as it stands because we shall need
the full detail of (5.13) in the next section.

6. PROOF OF THE GENERAL UPPER BOUND

As a first step in establishing upper bounds for An,p( W, j, x), we need
upper bounds for the Lp(lR) norm of a weighted polynomial PW in terms
of the Lp norm of PW over some finite interval:

LEMMA 6.1. Let W(x) = exp( -Q(x)), where Q satisfies (2.1), (2.2), and
(3.12). Let 0 <PI < 00. Then if qn is defined by (3.13),

(6.1 )

for all polynomials P of degree ~ n, and for PI ~p ~ 00. Here C = C(Pl)
only, while K #- K(p l' p).

Proof As in [12], we use Cartan's lemma [2, p. 174], and modify a
trick from the convergence theory of Pade approximation. Let P E IPnand
write

m

P(x)=c TI (x-xj )

j=l
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where m ~ n, and where we may assume c ¥ O. We group the zeros of P as
follows: For 1~j~k, Ixil ~2qn, and for k<j~m, Ix) >2qn- Let Ixl ~2qn
and lui ~ qn' Then if 1~j ~ k,

while if k <j~ m,

Hence for Ixl ~ 2qn and lui ~ qn'

\P(x)!P(u)\ ~ (2 \x\/qn)m-k(2 Ix\ )k!\}]J (x - Xi) \

~ (2 Ixl/qn)m-k(2Ixl/(rqn»\ (6.2)

for Ixl ~ 2qn and lui ~ qn such that u ¢ 9, where 9 has linear Lebesgue
measure at most 4erqn' and r > O. Here we have used Cartan's lemma on
small values of polynomials (see, for example, Baker [2, p. 174]). Let us
choose r=1/(4e) and let vII=(-qn,qn)\(9u(-A,A)). Then vii has
linear Lebesgue measure at least qn - 2A, for large n. Further if Ixl ~ 2qn,
and u E vii, (6.2) shows

IP(x) W(x)I/IP(u) W(u)1 ~ exp(n log(8e Ixl/qn) - Q(x) + Q(u». (6.3)

We note that by (2.2), M,(O is not identically zero, and hence
~M,(~) --+ 00 as ~ --+ 00. It follows that if, for example, A ~ u ~~,

IQ(u)1 ~ IQ(A)I +r IQ'(u)1 du ~ 2~MI(O,
A

for large enough ~' Hence, if n is large enough, (3.13) shows

Together with (3.12) and (6.3), this implies that if Ixl ~max{2, C2 } qn and
u E vii,

IP(x) W(x)I/IP(u) W(u)1 ~ exp(n log(8e 3
) - 2n log(lxl/qn»

::::;; exp( -n log([xl/qn»

if Ixl ~ Kqn, with K large enough. Let p, ~P < 00. We have
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J IP(x) W(xW dx
Ixl ;;,Kqn

~J (qn/lxltPdx inf{ IP(u) W(uW: u E JI}
Ixl ;;,Kqn

~2qn(np-l)-IKI-nP(qn-2A)-1f IP(u) W(uW duo
j(

(as M has linear measure at least qn - 2A )
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if PI ~P < 00, and n ~ no, where no = no(pd only. Finally (6.1) follows
easily from this last inequality for PI ~p < 00. Because the constants are
independent of p, we can let p ~ 00 to deduce (6.1) for p = 00 also. I

In much the same way as in Lemma 4.2, one can prove that qx is non
decreasing; lim x ~ 00 qx = 00, xlqx is non-decreasing and q2Jqx ~ 2. These
basic properties of qx are implicit in the sequel.

LEMMA 6.2. Let F( y) be a function ofy, and y be a function of X. Let k
be a positive integer. Then

where the sum is taken over all integers q > 0, is ~ 0, s = 1, 2'00" q, such that
i l +2i2 +3i3 +'" +qiq=k. Further, l=i l +i2 +'" +iq •

Proof See Gradshteyn and Ryzhik [10, p. 19, formula 0.430(2)]. I
We can now construct polynomials which approximate l/W:

LEMMA 6.3. Let W(x) = exp( - Q(x)), where Q satisfies (2.1), (2.2) with
A =0, (3.10) and (3.12). Let K be the constant in Lemma 6.1. Let

Bn=min{O, min{ Q"(u): lui ~ Kqn} },

Un[t; x] = Q'(x)(t - x) + Bn(t - x)2/2,

and, with the notation of (4.1), let

(6.5)

(6.6)

(6.7)
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where m is the greatest integer :::;;n/4. Let) be a positive integer. Let t: > O.
Then there exists (j > 0 such that for n;" no, Ixl:::;; (jqn and It I :::;; Kqn, the
following hold:

(i)

(ii)

(iii)

(iv)

Vn[t; x] has degree :::;;n/2.

0< Vn[t; x] W(t):::;; 5/4.

Vn[x; x] = W-1(x).

ID~ Vn[t; x]l:::;; t:W -l(x)(n/qn)\ k = 1, 2, ...,).

(6.8 )

(6.9)

(6.10)

Proof Part (i) follows from (6.7) and the choice of m.

(ii) Let Ixl :::;; Kq,,, It I :::;; Kqll' By (6.6), for some w between t and x,

Q(t) - Q(x) - Un[t; x] = (Q"(w) - Bn)(t - x)2/2;" 0,

by choice of Bn' Hence

W- '(t);" W-'(x)exp(Un[t;x]).

Let O<(j<·l. If Ixl :::;;1Jqn and ItI :::;;Kqn, (6.6) shows

IUn[t; x] I:::;; 2KM, (1Jqn) qn + 2 IBn I(Kqn)2

:::;; 2KM,(1Jqn) qn + 21J(Ml(qn)jqn)(Kq~)

(by (3.10) and (6.5), if n is large enough)

:::;; M1(qn) qn/17 = n/17,

(6.11 )

if (j is small enough, by (3.11) and (3.13). Hence from Lemma 4.1 and
(6.11), we deduce that for It I :::;; Kqn and Ixl :::;; 1Jqn, and n large enough

and (6.8) follows.

Part (iii) follows immediately from (6.6) and (6.7).

(iv) For large enough n,

Pm(t) = exp(t) + O(tJ + 1) as t -+ O.

Further Un[t;x]=O(lt-xl) as t-+x. Hence, as t-+x

Pm( Un[r; x]) = exp( Un[t; x]) + O(lt - xlJ + 1)

and from (6.7), we deduce

D~ Vn[t; x] = W-1(x) D~ exp(Un[t; x]), k = 1, 2,...,). (6.12)
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We now apply Lemma 6.2 to estimate the right member of (6.12). Let
F(y)=exp(y) and y= Un[t;x], so that as y(x)=O, £</)(y) = 1 in (6.4).
Further y(s)(x) = 0 if s> 2. It follows that

where the sum is over all i l ~ 0, iz~ 0 such that i l + 2iz= k. Now if
Ixl ~ fJqn' where fJ is small enough, (3.11) and (6.6) show that

ID.Un[t; x]1 ~ M1(fJqn) ~GMt(qn) = w/qn,

while if n~no(G), (3.10), (6.5) and (6.6) show that

ID~Un[t;xJI= IBnl ~GM1(qn)/qn=w/q~.

Hence for Ixl ~fJqn and ItI~Kqn' (6.13) yields

ID~ {exp(Un[t;x])}1 ~CG(n/qn)k

and combined with (6.12), this inequality yields (6.10). I
Proof of Theorem 3.4. In much the same way as in Theorem 3.1, we

may assume A = 0 in (2.2). Given a positive integer n, we let I denote the
greatest integer ~n/2. By (2.4) and Lemma 6.1, for n~no,

(where Vn[t; x] is as in Lemma 6.3, and by Lemma 6.3(i))

by (6.8). Now choose

where Y t is as in Lemma 5.4. If Ixl ~ Kqn, we see that

IIP*(t)1I Lp( -Kqn, Kqn) ~ (2Kqn)I/P II Ytll Lp [ -I, I]

~Cq~/Znr-I/p,

(6.15 )

(6.16)
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by (5.12). Let Ixl :::; ()qn, where () is so small that (6.10) holds for a given c.
Then Leibniz's formula shows that

/1Yx {P*(t) Vn[t; x]}1

~ IP*U)(x) Vn[x; x]I - ktl (0 IP*U-k)(x)1 ID: Vn[t; xJI

J
~ W-I(x)(C1q;J IYV)(O)/- C2 e I I yV-k)(O)1 q;U-k)(n/qn)k)

k~1

(by (6.9), (6.10) and (6.15»

~ W- I(x)n r(n/qnY(C3 -C4 e), (6.17)

by (5.13), where C3 , C4 depend onj, but are independent of c. If e is small
enough, C3 -C4 C>0 and so for Ix/:::;{)qn, (6.14), (6.16), and (6.17) yield
(3.14). I

We remark that if Q is even and convex, and Q'(x) ~ 0, X E (0,00), then
the proofs above can be substantially simplified: In (6.5), Bn = 0, and all
non-vanishing derivatives of Vn[t; x] have the same sign. Further then,
there is no longer any necessity to impose (3.11).

7. PROOF OF THEOREMS 3.5 AND 3.6

Theorem 3.5 will be deduced from Theorems 3.1 and 3.4, but first we
need some preliminary lemmas and notation. Throughout, we letfo(x) = I,
and given a positive integer j, we let

J
!j(x) = n eXPk(x), XE JR,

k=l
J

gix )= n logk(x), x>exPJ_I(O).
k=1

By induction on j it is not difficult to see that

(7.1 )

(7.2)

and

XE JR, (7.3 )

J
DX£(x) =!j(x) I fk-I(X),

k~l

xER (7.4)
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LEMMA 7.1. Let c, P> 0 and I be a fixed positive integer. Let

Q(x) = c eXP/(lxI P), XE IR, (7.5)

and let

h(x) = pxP-1fl_l(xP), x>O. (7.6)

Then

(i) Q(J)(x) = Q(x)(h(x))i(l +0(1 )), x -+ oo,j= 1, 2, 3. (7.7)

(ii) If C is the root of (3.1), then

~~ = log/(x'7 xl {Cp 2gT(X)} ), x -+ 00, (7.8)

where

(iii)

YJx=l+o(I), x-+oo. (7.9)

(7.10)

Proof (i) For j= 1, we see from (7.1), (7.3), (7.5), and (7.6), that

Q'(x) = Q(x) h(x).

Differentiating, we obtain, using (7.11),

Q"(x) = Q'(x) h(x) + Q(x) h'(x)

= Q(x) h2(x){ 1+ h'(x)/h2(x)},

and similarly

(7.11)

(7.12)

Q"'(x) =Q(x) h3(x){ 1+ 3h'(x)/h2(x) + h"(x)/h3(x)}. (7.13)

If we compute h'(x) and h"(x) from (7.6) and (7.4) (we omit the messy for
mulae) and use the fact that (if 1~2) limx_ooxafl_2(xP)jexP/_l(xP)=0,
for any a > 0, then we see that

lim h'(x )/h2(x) = lim h"(x )/h3(x) = 0, (7.14)

and then (7.12) and (7.13) imply (7.7).
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(ii) For large positive x, we may obviously define I1x > 0 by the formula
in (7.8). We must prove (7.9). Now by (3.1) and by (7.7) with j= 2, as
x --+ 00,

x = ~~Q"(~J = ~~Q(~x)(h({<))2(1 + 0(1))

=cexpl~~)(p~~f'_I(~~))2(1 +0(1))

(by (7.5) and (7.6))

= CXl1x{ cp2gf(x)} -I {p k01 10gk(XI1x1{cp2gf(x)})f (1 + 0(1)),

by (7.1) and (7.8). Using (7.2), we deduce

,
l=l1x n {logk(XI1x1{ cp2gf(x)})/logk x }2(1+0(1)). (7.15)

k~l

If I1x < 1 - 15, the right member of (7.15) is bounded above by 11)1 + 0(1))
for large x, and so 1 :::; I1x < 1, a contradiction. Thus 11 x;:: 1 - o( 1) for large
x. Then for large x, the right member of (7.15) is bounded below by
11)1+ o( 1)) and so 1 ;:: 11)1 + 0(1 )) and 11 x;:: 1. Hence (7.9) follows.

(iii) Firstly, differentiating (3.1) with respect to x,

2~'<CQ"(C) + ~~Q"'({J ~'< = 1

=>x(Rx{2 + Q"'(C) C/Q"(C)} = 1,

by (3.1). Now by (7.7) and (7.6), as x-> 00,

Q"'(C) {JQ"(~x)= p~~fll(~~)(l + 0(1))

1····1

= p(1oglx) TI logl_ k(X)( 1 + 0(1))
k~1

(by (7.1), (7.8), and (7.9))

= pg,(x)(l + 0(1 )).

From (7.16), we deduce

(7.16 )

x --+ 00. (7.17)

Next, from (7.2), (7.8), and (7.9), we see that for all large enough x, and
x:::;v:::;2x,

and (7.18)
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Then, given large positive x, there exists v between x and 2x such that

1- C/~ 2x = (~ 2x - ~x)/~ 2x

=X~~/~2x

-v~~/~v

(by (7.18))

'" (g{(v) ) - I

(by (7.17))

'" (glx)) -I,

by (7.18). I
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LEMMA 7.2. Let Q(x) be given by (7.5). For each positive integer n, let
an = a be the root of the equation

(7.19)

Then

(i) For all polynomials P of degree ~n,

(7.20)

(ii) There exists a constant C such that for large n,

a~~logl(Cn{g{(n)}-1/2). (7.21)

Proof Part (i) follows from (3.7) in Example 3 in Mhaskar and Saff
[ 15].

(ii) We apply a rather crude form of Laplace's method to (7.19). A
more detailed analysis shows that the right member of (7.21) is of the
correct order as regards the power of g{(n). Firstly, we can rewrite (7.19) as

f
m2

(Iln/(2a)) = 0 cos eQ'(a cos e) de.

Given a> 0, let

e= (ah(a)/2)-1/2,

where h is as in (7.6). Further, let

(7.22)

(7.23 )

f«()) = f(a; ()) = log Q'(a cos ()), () E [0, Il/2]. (7.24)
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(lln/2a))-:pcos8 I: exp(f(O) dO. (7.25 )

For notational convenience, let

v = v(a; B) = a cos Band

Differentiating (7.24), we obtain

w = w(a; B) =a sin B. (7.26 )

f'(B) = -wQ"(v)/Q'(v),

f"(B) = w2{Q"'(v) Q'(v) - (Q"(V»2}/(Q'(V)2 - vQ"(v)/Q'(v).

By (7.7), we have for 0 ~ 0 ~ 8,

!,,(B)=w2{h 2(v)(1 +0(1)-h2(v)(1 +0(1»} -vh(v)(l +0(1»

= O(a282){0(h2(a»)} - vh(v)(1 +0(1))

(by (7.26) and monotonicity of h)

= o(C 2) - vh(v)( 1+ 0(1 )), (7.27)

by (7.23). Next, given 0 ~ B~ 8, there exists '1 between 0 and B such that

vh(v) = a cos Bh(a cos e)

= ah(a) + B( -a(sin '1) h(a cos '1) - a2(cos '1 )(sin 1'[) h'(a cos 1'[»

= ah(a) + O(a82h(a» + 0(a282h2(a)

(asO~'1~8 and by (7.14»)

= ah(a) +0(8- 2).

Hence, for 0 ~ () ~ 8, (7.27) and this last inequality show

!,,(B) = -ah(a) + 0(8- 2).

Next for 0 ~ B~ 8, there exists '1 between 0 and B such that

f(B) =f(O) + Bf'(O) + (B 2/2)!"('1)

= log Q'(a) + 0 - (ah(a)/2) ()2 + 0(B2c 2)

(by (7.24) and (7.28))

= log Q'(a) - (B/8)2 + 0(1),

(7.28)
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by (7.23). Hence for large n and a =an' (7.25) yields

(TIn/a) ~ Q'(a) f: exp( - (8M 2
) d8

= Q'(a)e ( exp( _u2
) du

Hence, for some constant C 1 independent of n,

Cln~aQ'(a)e

= Q(a )(ah(a) )(ah(a)/2) -1/2

(by (7.11) and (7.23))

by (7.5) and (7.6). Writing

a~ =aP = log[(bnn/ {g[(n)} 1/2),
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where bn > 0, we see that bn ~ C, n~ no, in much the same way as in the
proof of Lemma 7.1(ii). This establishes (7.21). I

We can now prove Theorem 3.5:

Proof of Theorem 3.5. Firstly, from (3.16) and (7.8), we see

n~ 00. (7.29)

Next, taking s = 1 in Theorem 3.1, (3.3) and (7.10) show

n~ 00. (7.30)

Hence Theorem 3.1 shows that for 0 < e< 1,

while

(7.31 )

Next, let us set

640/44/4-6

(7.33 )
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for large enough n, where C 1 is some positive constant. By (7.8) and (7.9)
we see

¢~(n) = log,(C1n(g,(n))3/2(1 + 0(1))/{ cp2g?(K(n))})

= log(C1n(g,(n)) -1/2(1 + 0(1 ))/ { Cp 2})

(by (7.2) and (7.33))

if C1 is large enough, by (7.21). Then Lemma 7.2(i) shows that (3.7) holds.
Hence (3.8) and (3.9) hold. But, by (7.29), (7.30), and (7.33)

¢nJ.1K(n/K(n) ~ en gt(K(n)) -1/2n -1 gln) -3/2

~ en/(nv,J,

by (3.18), (7.2), and (7.33). Together with (3.8) and (3.9), (7.31) and (7.32)
yield the lower bound in (3.17) and also yield (3.19), (3.20), and (3.21).
Finally, we must establish the upper bound in (3.17), and to this end we
apply Theorem 3.4. Since Q is convex, (3.10) holds trivially, while it is easy
to verify that (3.11) holds. Further, if Ixl ;>, 21/p ¢,Q(x);>, Q(¢)2, and then
(3.12), follows easily from (7.5), (7.6), and (7.7). Finally, from (3.13), (7.5),
(7.6), and (7.7), we obtain ql1 = ell (1 +0(1)), n~oo. Then (3.14) yields
(3.17). I

Proof of Theorem 3.6(i). From (3.1), (3.3), and (3.13), we see

¢x = (x{ a/(a -I)} )1/~,

J.1x= (1_2- 1/a)I/2,

qx = (x/a)l/a,

and it is easy to see that (3.10), (3.11), and (3.12) are satisfied. Then
Theorems 3.1 and 3.4 immediately yield (3.23). Further, by Lemma 6.1,
there exists C> 0 such that

for all polynomials P of degree ~n. If follows that in (3.7), we may take
K(n)=C 1n, where C1 is large enough. Then (3.8) yields (3.24). I

Proof of Theorem 3.6(ii). The upper bound (3.25) follows as before
from Theorem 3.4. The lower bounds may be proved as follows: Let

Q*(u)=lui a
/
2

, uEIR.
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Note that as a < 2, Q*//(u) < 0, U > O. Given x # 0, let

Then for 0 < u < 00, there exists v between u and x 2 such that

and we deduce, by setting u = t2
, that
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Q(t) ~ Q(x) + S[t2; x], t E IR. (7.34)

Now let K>E>O and let Enl/~~ Ixl ~Knl/~. Then for ItI ~2Knl/~,

IS[t2; x]1 = (a/2) Ixl~ l(tlx)2 -11 ~ (aI2) K~n8(KIE)2

~ C 1n/4.

Here C1 = C1(a, E, K). Then if m is the least integer ~Cln/4, (7.34) and
(4.2) show

w(t) ~ W(x) exp( - S[t2; x])

~ (4/5) W(x) Pm( -S[t2; x]) > 0,

we obtain from (7.35),

(7.35 )

by Lemma 4.5, if Enl/~ ~ Ixl ~ Knl/~.

Further, from the proof of Lemma 6.1 or the proof of Lemma 6.3 in
[14], it is not difficult to see that for large enough C2 and
Ixl ~ C2Qn = C2(nla)1/~,

Hence (3.26) holds for j = 0 and Ixl ~ Enl/~ = dJn" The proof for general j
may be completed by induction in much the same way as the proof of



376 D. S. LUBINSKY

Theorem 3.1. The only difference is that, instead of an inequality like
(4.18), one uses the following: If en 1/a ~ x ~ Kn 1/a

,

1P'(x) W(x)1 = 1P'(x) Rn[x; x]l

~ C(ngn) max{ IPW/(x): (eI2) n1/a ~ x ~ 2Kn lla
}.

Similarly if - Kn 1/a ~ x ~ _mIla. I
The proof of Theorem 3.6(iii) requires a few lemmas.

LEMMA 7.3. Let W(x)=exp(-Q(X)),xEIR, where Q(x)=lxl a
, xEIR,

some 0 < C( < 1. Let f3 > 0, 0 < P ~ 00 and j be a non-negative integer. Then

W-f!(x ).A.n,p( Wf3,j, x);;d",p( WP,j, 0), x E IR. (7.36)

Proof We use the argument of Mhaskar and Saff [14,
Theorem 6.5(a)]: Since Q(t - x) ~ Q(t) + Q(x), t, x E IR, we have

W(t - x)IW(x) ~ W(t), x, t E IR. (7.37)

Let O<p<oo. By (2.4), if the infs are over IP',,-l,

{W-f3(x) A",p( Wf3,j, x)}p

= inf f"" IP(u) W/J(uW du/IPU)(x) WIJ(xW
~,x

= infr IP(t - x) Wf3(t - xW dtIIPU)(x) Wf3(xW
- co

~ inf roo IR(t) Wf3(tW dtIIRU)(OW,
-eJ:;

where R(t)=P(t-x) and we have used (7,37). Then (7.36) follows. For
P = 00, the proof is easier. I

LEMMA 7.4. With the notation of Lemma 7.3,

co

W2f3(x) L (pj/)(W2f3,X))2~C,

k~Q

XE IR, (7.38 )

where C = CU, f3).

Proof In the proof of this lemma, we let Pk(x) =Pk( W2P; x). By (2.5)
and (7.36) it suffices to prove

co

L (pj/)(0))2 < 00.

k=Q

(7.39)
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First, we note that

r" (log W2p(U))/(l+u 2)du= -2{3 r'J lul~/(1+U2)du> -00,
-00 -00
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and so the moment problem associated with W2P is indeterminate
(Akhiezer [1, pp. 87~88, Problem 14]). Then Akhiezer [1, pp. 5, 54] shows
that

converges uniformly in compact subsets of Co By the Cauchy-Schwarz
inequality, it follows that

00

L IPk(Z)Pk(U)1
k=O

converges uniformly for z, u in compact subsets of C. Applying Cauchy's
integral formula for derivatives of analytic functions twice, we obtain

k~O (pP(OW = (j!/(2Ili)f t = 1 z-j-l

X t = 1 C~OPk(Z) Pk(U)) u-
j

-
1

du dz

and we deduce (7.39). I
Proof of Theorem 3.6(iii). From Lemma 7.4 with j = 0 and a suitable

choice of {3, and from Theorem 6.1 in Mhaskar and SafT [14], we deduce
that ifO<p<r~oo, then for all PElP n ,

IIPWII L,( IR):::; C IIPWII L p( IR), (7.40)

where C= C(p, r). In particular, taking r= 00, and using (2.4), we see

W-1(x) An•p ( W, 0, x) ~ C1 , X E IR,

which establishes (3.27) for j:::: 0 and 0 < P~ 00. Next, let 0 < P:::; 2 and j be
a non-negative integer. Let P be a polynomial of degree ~n. Let

ak = foo P(t)Pk(W2;t) W2(t)dt,
-00

k=O, 1,2,..., n.
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(

n )1/2
~ C k~O ak

(by the Cauchy-Schwarz inequality and Lemma 7.4)

= C IIPWIIL2(~)

~ C I II P WI! L p( o;l ),

by (7.40). We deduce that (3.27) holds for 0<p~2, andj=O, 1,2,.... I
Finally, we prove that the polynomials are not dense in

Ap= {J:fWELp(IR)}, O<p< (f), and Was in Theorem 3.6(iii). We note
that for more general weights, a related result is quoted in Akhiezer
[1, p. 87, problem 13].

LEMMA 7.5. Let W(x)=exp(-Q(X)),xEIR, where Q(x)=lxl a
, some°< ()( < 1. Then if 0< p < (f), the polynomials are not dense in A p'

Proof Suppose the contrary. Then for each IE A p, there exists a
sequence of polynomials {Un} such that

lim 11(/- Un) WIILr(~)=O.
11- x

(7.41 )

Consider some finite subinterval of IR, say [0, 1]. Then (7.41) implies that
Un W converges in linear Lebesgue measure in [0, 1] to fW as n ~ (f), and
consequently some subsequence converges a.e. in [0, 1] to fW. We shall
denote this subsequence by {Un W} also. Now by (7.40), there exists C
independent of n and of {Un} such that

II Un WIILx(~) ~ C II Un WIILp(~)'

We deduce that for a.e. x E [0, 1],

IfWI (x) ~ C I!fWIILp(~)

and hence for all IE A p' and some C independent of f,

which is obviously false. I
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